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Abstract

The credibility revolution advances the use of research designs that permit identification
and estimation of causal effects. However, understanding which mechanisms produce mea-
sured causal effects remains a challenge. A dominant current approach to the quantitative
evaluation of mechanisms relies on the detection of heterogeneous treatment effects with re-
spect to pre-treatment covariates. This paper develops a framework to understand when the
existence of such heterogeneous treatment effects can support inferences about the activation
of a mechanism. We show first that this design does not provide evidence of mechanism activa-
tion without additional, generally implicit, assumptions. Further, even when these assumptions
are satisfied, if a measured outcome is produced by a non-linear transformation of a directly-
affected outcome of theoretical interest, heterogeneous treatment effects are not informative
of mechanism activation. We provide novel guidance for interpretation and research design in
light of these findings.
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The credibility revolution in empirical social science has motivated the largescale adoption of

research designs that facilitate unbiased estimation of causal effects (Samii, 2016; Angrist and

Pischke, 2010). Internally valid estimates of these effects allow for valid inferences about the

causal effect of a treatment on an outcome. However, they do not generally provide evidence about

why or how the treatment affected the outcome. These questions of why or how are ultimately

questions about the activation and influence of causal mechanisms. Understanding the mechanisms

through which causal effects are produced is central to our ability to use empirical evidence to

understand social phenomena (Slough and Tyson, 2023a).

Applied researchers typically pursue a number of different approaches to ascertaining the

mechanisms that generate causal effects. There exist at least four distinct approaches in the applied

literature: (1) evaluation of the sign of treatment effects on a given outcome (e.g., Ashworth, Berry,

and de Mesquita, 2023); (2) mediation analysis (Imai, Keele, and Tingley, 2010; Imai et al., 2011;

Glynn, 2012; Imai and Yamamoto, 2013); (3) multimethod research involving some form of quali-

tative or quantitative triangulation of causal findings (Levy Paluck, 2010; Dunning, 2012); and (4)

the estimation of heterogeneous treatment effects (HTEs). The last approach—HTEs—compares

estimated treatment effects for various subgroups thought to be informative about mechanism acti-

vation. While this is currently the modal approach to (quantitative) mechanism-testing in political

science, the theoretical properties of this enterprise are not well explored.

To examine the prevalence of the use of HTEs to learn about causal mechanisms, we survey

the 2021 volumes of three leading journals in political science: the American Journal of Political

Science (AJPS), the American Political Science Review (APSR), and the Journal of Politics (JoP).

We first identify the subset of papers that analyze quantitative empirical data. We then report

the proportion of those empirical papers that report HTEs or subgroup-specific treatment effects.

Finally, we report the proportion of papers using HTEs that interpret these quantities as providing

information about causal mechanisms(s). Table 1 shows that in each of the three leading journals,

a majority of quantitative studies estimate HTEs. Moreover, conditional on reporting any HTEs,

the vast majority of articles (82% across three journals) interpret these quantities as providing
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Number of articles: Pr(Report HTEs | Pr(Mechanism test |
Journal (Volume) Total Quant. empirical Reporting HTEs Quant. empirical) Report HTE)
AJPS (65) 61 41 24 0.59 0.83
APSR (115) 102 75 42 0.56 0.90
JoP (83) 142 106 59 0.56 0.76
Total 305 222 125 0.56 0.82

Table 1: Authors’ classification of articles published in three leading political science journals in
2021.

information about mechanisms. Collectively, these figures indicate that almost half (46%) of recent

quantitative empirical articles in these journals use HTEs to assess mechanisms. Table A1 further

documents that the share of studies that use of HTE for mechanism detection is similar across all

quantitative research designs/identification strategies in common usage.

Existing concerns about HTEs have largely focused on the statistical properties of relevant es-

timators and hypothesis tests. In particular, interaction effects are known to have low statistical

power (e.g., McClelland and Judd, 1993). Moreover, estimation of HTEs with respect to many

(pre-treatment) covariates risks multiple comparisons problems (Gerber and Green, 2012; Lee and

Shaikh, 2014; Fink, McConnell, and Vollmer, 2014). While these criticisms are important, they

are distinct from theoretical questions about how the presence or absence of HTEs links to causal

mechanisms. We take on this challenge by asking: under what conditions do HTEs provide evi-

dence of mechanism activation?

To answer this question, we develop a framework to formally link HTEs with respect to a

covariate to the effect of a specific mechanism. To do so, we extend the workhorse causal mediation

framework (Imai, Keele, and Tingley, 2010). Within our framework, a mechanism is an underlying

process that influences experience in order to produce a (causal) effect if it is activated (Slough and

Tyson, 2023a). A mediator, or mechanism representation, should thus be affected by treatment and

have a non-zero (indirect) effect on the outcome if the mechanism is active for some unit. In order

to use HTEs to detect mechanisms, empiricists rely on a measured moderator or pre-treatment

covariate that is thought to predict the degree to which treatment activates a mechanism and/or the

mechanism’s effect on an outcome of interest. Our results characterize the conditions under which
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heterogeneity in conditional average treatment effects (CATEs) with respect to a given moderator

is a sufficient condition to show that there exists at least one unit for which the indirect effect of

the mechanism of interest is non-zero. A mechanism is active when its indirect effect is non-zero

for some unit.

We first show that two classes of exclusion assumptions are required to link HTEs to a specified

mechanism. These assumptions hold that the moderator of interest is excluded with respect to (1)

the average indirect effect of other mechanisms and (2) the average direct effect of the treatment on

the outcome. In the absence of these assumptions, the relationship between HTEs and the indirect

effect of a mechanism is unspecified. In this sense, these assumptions are implicitly invoked by

current practice, but are not explicitly stated or defended.

When these exclusion assumptions hold, what can we learn about a mechanism of interest from

HTEs with respect to a given covariate? Our main results characterize what we can learn from the

existence or non-existence of HTEs. We show that whether such learning is possible depends on

the relationship between measured outcomes and the theory. We thus distinguish between outcome

variables that are theorized to be directly affected by a mechanism versus (causally) subsequent

outcomes that are indirectly affected.

First, consider the case in which a measured outcome is directly affected by the mechanism

of interest. We show that when both exclusion assumptions hold, the existence of HTEs provides

evidence of mechanism activation. This broadly conforms to current practices in applied research,

albeit while making the underlying assumptions explicit. However, when there do not exist HTEs,

there are two possible explanations: (1) the indirect effect of a mechanism is not moderated by

any covariate, measured or unmeasured; and/or (2) the posited relationship between the covariate

and the indirect effect of the mechanism was misspecified (the theory is wrong). Neither possi-

bility distinguishes between an active or inactive mechanism. This means that a lack of HTEs

cannot “rule out” a mechanism by showing that it is inactive. This finding contradicts standard

interpretations of (the absence of) HTEs in the applied literature.

We further consider the common case in which we observe outcomes that are indirectly affected
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by a mechanism. For example, in a political economy model, a mechanism may change an actor’s

utility, but researchers measure only the actor’s discrete choice/behavior. In political psychology,

a treatment may affect a subject’s (latent) attitudes, but researchers measure their survey response

on a Likert scale. When an outcome is generated by a non-linear mapping of the directly-affected

outcome (as in both of these examples), the relationship between HTEs and mechanisms changes.

In this case, the existence of HTEs with respect to a covariate no longer provides evidence of

mechanism activation, even when both exclusion assumptions hold. The logic for this result is

straightforward: the non-linear mapping of the mechanism’s influence into an observed outcome

breaks the additive separability of the indirect effect of interest from other indirect and direct

effects, which undermines our ability to link HTEs to the indirect effect of a mechanism.

This paper makes three principal contributions. First, we contribute to literature on varying

uses of HTEs. Our focus, in line with most current empirical applications, is on the use of HTEs

to learn about the mechanisms that produce treatment effects. It is crucial to distinguish the use of

HTEs to learn about mechanisms from the use of HTEs for extrapolation, prediction, or targeting

of treatment. The latter class of concerns—extrapolation, prediction, and targeting—have been

more dominant in the recent methodological literature. Recent articles advocate extrapolation

from experimental treatment effect estimates to treatment effects in a target population (Egami

and Hartman, 2022; Devaux and Egami, 2022). Other recent contributions suggest exploiting

(estimated) treatment effect heterogeneity to better target treatments in the future (Kitagawa and

Tetenov, 2018; Athey and Wager, 2021). These methods are aided by the use of machine learning

to the detection of heterogeneity (e.g., Grimmer, Messing, and Westwood, 2017; Athey, Tibshirani,

and Wager, 2019). In contrast, our results suggest that learning about why we observe causal

heterogeneity relies on a deductive theoretical mapping of covariates to mechanisms, which is

unlikely to be advanced by developments in machine learning.

Second, we expand a growing literature on the theoretical implications of empirical models

(TIEM) (Bueno de Mesquita and Tyson, 2020; Ashworth, Berry, and Bueno de Mesquita, 2021;

Ashworth, Berry, and de Mesquita, 2023; Abramson, Koçak, and Magazinnik, 2022; Slough,
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2022). We make two central interventions to this literature. First, our framework makes explicit

links between a causal mediation framework that is used more prominently by empiricists and

theoretical models employed in formal theory. Second, we introduce questions about how mea-

sured outcomes relate to theoretical constructs by distinguishing between directly- and indirectly-

affected outcomes. While measurement is central to recent TIEM work on evidence accumulation

in a cross-study environment (Slough and Tyson, 2023a,b,c), it has not been widely explored in

the single-study environment.

Finally, we provide practical guidance for empirical researchers who want to learn about which

mechanisms generate observed effects. Our assumptions and results reveal a minimal set of at-

tributes of an applied theory that can support the use of HTEs to learn about mechanisms. Two

of these attributes, the relationships between (1) a covariate of interest and other mechanisms and

(2) measured outcomes and theoretical objects of interest, are generally absent from applied work

in current practice. Second, we show how interpretation of HTEs can be improved, returning to

the statistical problems that are well known in this literature. Third, we discuss how our anal-

ysis can be used to inform prospective research design. Finally, we show that in order to infer

mechanism activation from HTEs in the case of indirectly-observed outcomes, stronger theoretical

assumptions about the mapping from directly-observed to indirectly-observed outcomes are nec-

essary. Collectively, these suggestions allow practitioners to accurately use—or, when indicated,

avoid—HTEs as a quantitative test of mechanisms.

1 Current Practice

As reported in Table 1, 82% of the articles that report HTEs interpret these quantities as tests

of a mechanism. Two interpretations of HTEs are common. First, the presence of HTEs with

respect to a specific covariate provides evidence that a mechanism is active. For example, Haim,

Ravanilla, and Sexton (2021) report the results of a field experiment in a conflict-affect region of

the Philippines that randomized provision of a program that connected villages to state services and

sought to increase village leaders’ trust in the state. In the context of the COVID-19 pandemic, they
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show that the program increased village leaders’ probability of reporting COVID risk information

to a government task force by ≈ 10 percentage points. Haim, Ravanilla, and Sexton (2021) argue

that the program increased reporting by increasing beliefs in government competence. They report

HTEs that indicate the effect on reporting was significantly larger in communities in which village

leaders initially believed that the government “[did] not have capacity to meet needs.” Here, the

presence of HTEs with respect to perceived capacity is thought to provide evidence that leaders

assigned to treatment updated their beliefs about government capacity (the mechanism), thereby

increasing their willingness to report risk information to the government.

Second, the absence of HTEs with respect to a given covariate is frequently used to “rule out”

the activation of a possible mechanism (often called an alternative explanation). For example,

Moscowitz (2021) argues that the proportion of in-state residents in one’s local media market

increases rates of voter political knowledge and split-ticket voting in the US, countering trends

toward the nationalization of politics. The paper provides evidence that news coverage is the

mechanism that drives this effect. However, it also seeks to rule out an alternative mechanism

that holds that more in-state residents lead to more campaign advertising about in-state candidates,

which in turn increases voter knowledge. Since advertisements generally air when incumbents are

contesting re-election (but not otherwise), Moscowitz (2021) codes an indicator that takes the value

of “1” when the survey was fielded during an election season (when the incumbent was running)

and “0” otherwise. The effect of the share of in-state residents in a local media market does not

detectably vary when the incumbent is running versus not running for re-election. This lack of

heterogeneity is used to provide evidence against the advertisement-based mechanism.

Both of the above examples are exceptionally clear in delineating the mechanisms under con-

sideration using HTEs, and thereby serve as exemplars of current practice. We show how current

practice with respect to HTEs and the detection of causal mechanisms can mislead. We proceed

from these empirical examples to a purely theoretical motivating example to illustrate the concern.
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2 Motivating Example: Exogenous Shocks and Voting

Consider a large class of natural experiments on the effect of some exogenous shock, denoted ω,

on voter beliefs and behavior in a democracy.1 This shock could be a natural disaster (e.g. Healy

and Malhotra, 2010; Achen and Bartels, 2017), a disease outbreak (e.g., Baccini, Brodeur, and

Weymouth, 2021), an economic crisis (e.g. Wolfers, 2002), or even a seemingly-irrelevant event

(e.g. Healy, Malhotra, and Mo, 2010). In order to characterize the effect of the shock on voter

beliefs and behavior, we adapt a formal model by Ashworth, Bueno de Mesquita, and Friedenberg

(2018).

We will assume that an incumbent at the time of the shock is of type θ ∈ {θ, θ}, where θ > θ,

such that a politician of type θ is “good type” and a politician of type θ is a “bad type.” Voters do

not observe the politician’s type directly, but may be able to learn about their type from observed

governance outcomes. The governance outcome is given by:

g = f(θ, ω) + ε. (1)

In this formulation, higher values of ω correspond to a more adverse shock (e.g., the intensity

of a natural disaster). Function f is monotonically increasing in θ and decreasing in ω. ε is

an idiosyncratic shock to the governance outcome that is drawn from a symmetric, continuously

differentiable probability density function, φ, that satisfies the monotone likelihood ratio property

relative to g.2

Each voter’s utility from a politician depends on the politician’s type, θ, and a valence shock for

the incumbent, vi. Here, valence captures any attribute of the incumbent that does not depend on

their type, including but not limited to bias toward a candidate or ideological closeness. Politician

1One could alternatively conduct a survey or field experiment in which researchers provide
information on an exogenous shock that is otherwise imperfectly observed by voters.

2Formally, this implies that if x′ > x, then φ(g−x′)
φ(g−x) is strictly increasing in g.
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type and valence are additively separable, such that voter utility is given by:

ui =


θI + vi for the incumbent (I)

θC for the challenger (C)

(2)

In the population, vi ∼ U(−1, 1). Voters have heterogeneous prior beliefs about the probability

that incumbent is of type θ, formally πi(θ) ∈ [0, 1], where πi(θ) ∼ Fπ. For simplicity, we as-

sume that voters share a common prior πC ∈ (0, 1) for the challenger.3 Voters vote either for the

incumbent or challenger. The sequence is as follows:

1. Nature reveals shock ω and voters observe both the shock and the governance outcome.

2. Voters update their beliefs about the incumbent’s type.

3. Voters vote for either the incumbent or the challenger.

Posterior beliefs and voting behavior are straightforward to characterize. Given a shock, ω and a

voter’s prior, πi, a voter’s posterior belief about the incumbent’s type, θI , is given by:

β(θ|πi, ω) =
πiφ(g − f(θ, ω))

πiφ(g − f(θ, ω)) + (1− πi)φ(g − f(θ, ω))
=

1

1 + 1−πi
πi

φ(g−f(θ,ω))
φ(g−f(θ,ω))

(3)

A voter will vote for the incumbent if and only if:

β(θ|πi, ω) + vi ≥ πC (4)

2.1 From Theory to Empirical Research Design

Mapping this model onto the empirical research design, we will assume that ω ∈ {ω′, ω′′} de-

notes a binary treatment, where ω′ indicates no exposure to the shock and ω′′ denotes exposure

to the shock. The first outcome, y1(ω), measures voters’ expected utility from the incumbent.

3The superscript C denotes the challenger. Any belief without a superscript pertains to the
incumbent.
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It is obviously difficult and rare to measure utility directly, though one could, in principle, elicit

willingness-to-pay. A voter’s expected utility from a vote for the incumbent is given by:

yi1(ω) = β(θ|πi, ω) + vi (5)

The second outcome, y2, measures each voter’s vote choice for the incumbent. Vote choice is

obviously a more standard outcome in literature on voter behavior. This outcome is given by:

yi2(ω) =


1 if β(θ|πi, ω) + vi − πC ≥ 0

0 else
(6)

Our model can be represented as a directed acyclic graph (DAG), as depicted in Figure 1. This

representation clarifies a number of assumptions of the model. First, the mechanism through which

the shock affects voter preferences and behavior is through voter learning. This is evident because

the only path from the shock (ω) to the outcomes y1(ω) and y2(ω) passes through the voter’s

posterior beliefs about the incumbent’s type. Voter learning is moderated by the voter’s prior belief

about the incumbent, πi(θ). Throughout this paper, we will indicate causal moderation through the

arrow pointing to a path rather than a node.4 For the purposes of exposition, the mediator, posterior

beliefs, is unobserved to researchers. We will assume, however, that researchers have a measure of

πi and vi from a baseline survey.

Empirical researchers typically will not fully understand the causal structure represented in

Figure 1. If this were the case, a researcher may mistakenly think that a shock affects assessments

of valence, such that vi is a moderator. (For reference, we depict this alternative DAG that is in-

consistent with our model in Figure A1.) In the absence of measured mediators, the researcher

could assess the mechanisms using by evaluating differences in conditional (or subgroup) treat-

ment effects. Specifically, we will follow common practice by supposing that researchers estimate

4We could define an extra node to indicate this interaction. We do not do so in the interest
of parsimony. Note that the representation of “interaction” effects in DAGs is not standardized
(Nilsson et al., 2021).
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ω: Shock βi(θ): Posterior

vi: Valence

y1i: Utility y2i: Vote choice

πi(θ): Prior

Figure 1: Directed acyclic graph representation of the model of voter preferences and behavior.
The arrow from the prior to the path between the shock and the posterior indicates that the prior
moderates voter updating on the incumbent, as in (3).

conditional average treatment effects (CATEs) at different levels of a moderator, X , as follows:

CATE(y,X) = E[y(ω = ω′′)− y(ω = ω′)|X = x] (7)

We will say that treatment effects are heterogeneous if for some x, x′ ∈ X where x 6= x′,

CATE(y,X = x) − CATE(y,X = x′) 6= 0. When used to detect mechanisms, researchers

typically assert that this form of heterogeneity gives evidence of mechanism activation or pres-

ence. Indeed, this was the structure of the claims about HTEs and mechanisms in both empirical

examples.

Under our model of voter updating and behavior, do heterogeneous treatment effects provide

evidence that the relevant mechanism is voter learning? Ex-ante, the empiricists do not know that

learning is the active (or operative) mechanism. To learn about mechanisms, many researchers will

estimate HTEs, typically pointing to heterogeneity as evidence of mechanism activation. When is

this approach valid? When does it yield invalid substantive inferences about mechanisms? To

develop intuitions, we evaluate four HTE combinations using moderators X = {Π, V }, where Π

is the set of all possible values of πi and V is the set of all possible values of vi, and outcomes

y ∈ {y1, y2}. Remark 1 shows that for the outcome measuring a voter’s expected utility from a

vote for the incumbent (y1), detecting heterogeneity in CATEs correctly provides evidence that the

mechanism is voter learning about the incumbent’s type.

Remark 1. For the outcome measuring voter preferences, y1,
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(a) Given π 6= π′ ∈ Π, CATE(y1, X = π)− CATE(y1, X = π′) 6= 0.

(b) Given v 6= v′ ∈ V , CATE(y1, X = v)− CATE(y1, X = v′) = 0.

(c) If CATE(y1, X = x)− CATE(y1, X
′ = x′) 6= 0, then x, x′ ∈ Π.

(All proofs in appendix.)

Researchers will detect heterogeneity with moderator π (by a). This occurs because the effect of

the shock on a voter’s posterior belief is moderated by her prior in our model. Moreover, they will

only detect heterogeneity in π, not in v, (by c) supporting the inference that the learning mechanism

produces the observed ATE. In contrast, HTEs are not observed for the (non)-moderator v (by b)

because valence and posterior beliefs (the mechanism) are independent. Here, researchers are

unlikely to mis-attribute the mechanism through analysis of HTEs.

However, for the vote choice for the incumbent, y2, the results from Remark 1 change. First,

researchers may observe HTEs for different levels of valence, v, as well as for different levels of

prior beliefs, π. This would lead most researchers to infer that the effect of the shock does work

through some channel involving valence in addition to a channel involving voter learning.

Remark 2. For the outcome measuring voter choice y2,

(a) Given π 6= π′ ∈ Π, CATE(y2, π)− CATE(y2, π
′) 6= 0 almost everywhere.

(b) Given v 6= v′ ∈ V , CATE(y1, v)− CATE(y1, v
′) 6= 0 almost everywhere if min{v, v′} <

πC .

(c) If CATE(y1, x)− CATE(y1, x
′) 6= 0, then x, x′ ∈ Π or x, x′ ∈ V .

Why do we see HTEs in v for vote choice? Recall that each voter votes for the incumbent if

and only if β(θ|πi, ω) + vi − πC ≥ 0. But this binary choice means that voter beliefs and valence

are no longer additively separable with respect to the discrete outcome, vote choice. As such, with

a sufficiently large sample size (and thus sufficient statistical power), researchers are apt to detect

HTEs even when a mechanism is not active. Using standard interpretations of these tests, this leads

to Type-I errors in our inferences about mechanism activation.

This example yields three important observations that we develop by proposing a new frame-

work:
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1. The use of HTEs does, in some cases (i.e., Remark 1), provide information about mechanism

activation. This accords with current practice.

2. The use of HTEs to measure mechanism activation relies on assumptions about the relation-

ship between moderators and mediators of interest which are typically implicit.

3. The contrast between Remarks 1 and 2 in which the theory (and thus mechanism) is fixed

but outcomes differ shows that the use of HTEs for assessing mechanism activation depends

on the data-generating process behind the outcome of interest.

3 Framework

We introduce a framework that we use to analyze the relationship between HTEs—as estimated by

treatment-covariate interactions—and the detection of causal mechanisms. Our framework is built

upon the potential outcomes framework or Neyman-Rubin causal model (Neyman, 1923; Rubin,

1974). We denote treatment by Z ∈ R. In order to consider HTEs with respect to pre-treatment

moderators, denote the vector of measured pre-treatment covariates by X = (X1, X2, ..., Xk) =

Rk. Clearly, it need not (and generally will not) be the case that all n covariates moderate the

treatment effect.

A valid mediator, or mechanism representation, should: (1) be affected by treatment, Z, and

(2) have a non-zero effect on the outcome. Importantly, a causal mediator could be affected by

some covariate(s) Xk. This “arrow” from some Xk to the value of the mediator is essential for

using heterogeneous treatment effects to detect causal mechanisms. In the above example, the

mediator—posterior beliefs—is affected by both treatment and prior beliefs. We define mediator

as a function, M : R × Rn → R, denoted by M(Z;X).5 It represents the potential outcomes of

causal mediator given treatment Z and covariates X . Finally, we denote a potential outcome by

Y (Z,M ;X), which takes a value in R.

5Note that potential outcomes are often written as a function of only the manipulated treatment,
e.g., M(Z) and Y (Z), to reflect “no causation without manipulation” (Holland, 1986: p. 959). We
choose to denote covariates X as arguments to both potential outcomes in order to clarify the
structure of covariates and mediators in our potential outcomes.
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3.1 Causal Effects

In order to understand when HTEs can allow for detection of mechanisms, we formalize existing

informal conventions. To do so, we decompose the total effect (on a unit, i) into direct and indirect

effects, as is standard in the causal mediation literature (Imai and Yamamoto, 2013). Suppose that

there exist J ≥ 1 mediators (or mechanisms), indexed by M1, ...,MJ . Given two treatment values,

z, z′ ∈ Z, the total effect of Z on Y is:

TE(z, z′;X) = Y (z,M1(z;X), ...,MJ(z;X);X)− Y (z′,M1(z
′;X), ...,MJ(z′;X);X) (8)

Our notation varies slightly from conventional presentations of mediation that only consider

two mechanisms (mediators) (Imai, Keele, and Tingley, 2010). To this end, j− and j+ denote

index h ∈ J such that h < j and h > j respectively. Treatment effects may consist of direct (DE)

and indirect (IEj) effects, as follows:6 7

DE(z, z′;X) = Y (z,M1(z;X), ...,MJ(z;X);X)− Y (z′,M1(z;X), ...,MJ(z;X);X) (9)

IEj(z, z
′;X) = Y (z′,Mj−(z′;X),Mj(z;X),Mj+(z;X);X)−

Y (z′,Mj−(z′;X),Mj(z
′;X),Mj+(z;X);X)

(10)

The direct effect, DE(z, z′;X) represents the direct effect of Z on Y holding mediators at

potential outcomes Mj(z;X). It is not necessary to believe that treatments produce unmediated

(direct) effects on outcomes to use this framework. We allow for direct effects in the interest of

generality. The indirect effects, measures the effect on the outcome that operates by changing the

potential outcome of the mediator. As is standard, we can then re-write the total effect as follows:8

6The intuition for our notation is as follows: define IE0(z, z
′;X) = DE(z, z′;X). This implies

that the first term of IEj(z, z′;X) and the second term of IEj−1(z, z′;X) cancel out.
7See Acharya, Blackwell, and Sen (2016) for the identification of the controlled direct effect.
8Although there exists multiple ways to decompose total effect and we imply mechanisms to

be independent, all results in the paper hold if other mediators (other than mediator j of interest)
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TE(z, z′;X) = DE(z, z′;X) +
J∑
j=1

IEj(z, z
′;X), (11)

which is defined at the unit, or individual level. If we evaluate expectations over X , we obtain:

ATE(z, z′) = EX [Y (z)− Y (z′)] (12)

= EX [DE(z, z′;X) +
J∑
j=1

IEj(z, z
′;X)] (13)

= ADE(z, z′) +
J∑
j=1

AIEj(z, z
′) (14)

We use ADE and AIE to denote average direct effect and average indirect effect. Throughout

the paper, we assume this expectation is well-defined. Our framework proceeds by linking the

indirect effect associated with a mechanism to heterogeneous treatment effects with respect to a

covariate. To this end, define conditional average treatment effects as follows:

Definition 1 (Conditional Average Treatment Effect). Consider pre-treatment covariateXk. Given

that z 6= z′ ∈ Z, the conditional average treatment effect (CATE) with respect to Xk = x is:

CATEY (Xk = x) = EX¬k
[Y (Z = z,M ;X)− Y (Z = z′,M ;X)|Xk = x]

There are many ways to define and measure treatment effect heterogeneity. In this article, we

consider HTEs with respect to pre-treatment moderators. This adheres to the common practice of

using HTEs to detect mechanisms that we documented in Table 1.

Definition 2 (Heterogeneous treatment effects). HTEs exist with respect to pre-treatment covariate

Xk if CATEY (Xk = x) 6= CATEY (Xk = x′) for some x 6= x′ ∈ Xk
9.

are arbitrarily correlated or using other decompositions. And see more discussions on correlated
mechanisms in the Appendix D.

9Precisely, the Lebesgue measure for the set that contains such x and x′ is non-zero.
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With this framework, it is now possible to express the research question more precisely. First,

recall our research question: “under what conditions do HTEs with respect to pre-treatment co-

variates provide evidence of mechanism activation?” By mechanism activation, we mean that the

indirect effect of a mechanism j is non-zero for some unit. The use of heterogeneous treatment ef-

fects registers the expectation that the mechanism need not be active for all units in the population.

Our question then can be stated more precisely: “Under what conditions are HTEs with respect to

a covariate Xk sufficient to show that there exists some unit for which IEj(z, z′;Xk) 6= 0?”

3.2 Mechanisms and Outcomes

In standard discussions of research design, researchers generally do not make methodological dis-

tinctions between different types of outcomes. We introduce a distinction between outcomes that

are directly affected and indirectly affected by a mechanism. In the theoretical model of our moti-

vating example and many related theories in this literature, the mechanism—voter learning—acts

directly on voter utility. The mechanism indirectly affects vote choice through its (assumed) effect

on utility. Definition 3 shows that the distinction between directly- and indirectly-affected out-

comes rests on fundamentally on the theorized causal sequence of different outcomes of interest.

The sequencing of multiple outcomes has widespread implications for efforts to identify and mea-

sure causal effects, but has received limited attention in the existing literature (see Slough, 2022:

for an exception).

Definition 3. Given treatment Z, let variable Ỹ (Z) be a (potential) outcome 10. If

1. There exists another (potential) outcome Y (Z) that causally precedes Ỹ ; and

2. Ỹ = h(Y ) where h(·) is not a linear function;

then we call Ỹ an indirectly-affected outcome. Otherwise, Ỹ is a directly-affected outcome.

The characterization of directly- and indirectly-affected outcomes is distinct from whether an

outcome is or could be observed by the analyst. As such, our definition is distinct from the con-

cepts of latent and observed outcomes (see, e.g., Fariss, Kenwick, and Reuning, 2020). In principle,
10We omit M and X in the notation.
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directly-affected and indirectly-affected variables could both be latent and/or observed. We illus-

trate these possibilities concretely in Appendix C using three examples from (hypothetical) studies

with some type of learning or updating mechanism. Whereas the distinction between directly-

and indirectly-affected outcomes represents a theoretical commitment about the causal sequenc-

ing of outcomes, the distinction between latent and observed outcomes represents a theoretical

commitment about the relationship between outcomes (though not necessarily the sequence) and

an empirical commitment about what outcomes are or could be observed by the researcher. As

we will highlight, the distinction directly- and indirectly-affected matters for the use of HTEs to

provide evidence of mechanism activation. When outcomes later in a sequence are produced by

a (non-zero) linear function of previous outcomes, they can be treated as directly-affected out-

comes.11

The mediation framework that we build upon makes no distinctions based on the type or causal

sequencing of outcomes. Yet, our motivating example reveals a distinction in what we can learn

about mechanisms from HTEs on expected utility (the directly-affected outcome) versus vote

choice (the indirectly affected outcome). This suggests that, in at least some cases, more struc-

ture is necessary to bridge the disjuncture between the mediation framework and many applied

theories. This distinction between direct- and indirectly-affected outcomes is our solution to this

disjuncture; there are certainly other ways to impose sufficient structure to bridge theoretical mod-

els and the statistical mediation framework. Our simple classification of outcomes proves quite

useful for our analysis of what can be learned from HTEs.

4 HTEs and Mechanisms

When do heterogeneous treatment effects with respect to some covariate,Xk, provide evidence that

a mechanism is active? To answer this question, we must first operationalize the concept of a theo-

retical mechanism. We view mediators—whether measured or unmeasured—as representations of

a theoretical mechanism. For example, in the earlier example about exogenous shocks and voter

11This accomodates popular linear rescalings like Z-score transformations of observed out-
comes.
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behavior, the voter’s posterior represents the mediator. If a mediator is measured, researchers can,

in theory, use off-the-shelf estimators to estimate the direct and indirect effects described above.

Yet, there are two substantial limitations of mediation analysis. First, researchers may not have

the ability to measure mediators. Not all mechanisms are measurable and even fewer are mea-

sured. Second, mediation analysis typically relies upon an additional ignorability assumption for

identification (see Strezhnev, Kelley, and Simmons (2021) for other assumptions and sensitivity

analysis). In our notation, this ignorability assumption, Yi(z′,m;X) ⊥ Mi(z;X) | Zi;Xi, holds

that conditional on treatment and pre-treatment covariates Xi, potential outcomes are independent

of the potential outcomes of the mediator (Imai, Keele, and Tingley, 2010). Critics allege that

this assumption is unlikely to obtain and show that violation of this assumption generates bias in

estimates of indirect effects (Gerber and Green, 2012).

The mediation framework allows us to precisely characterize HTEs with respect to covariates.

However, it does not yet provide enough structure to link HTEs (or lack thereof) to mechanisms.

To do so, we develop the concept of a mechanism indicator variable (MIV) and impose two as-

sumptions. A MIV for a given mechanism induces a differential (average) causal effects through

the mechanism of interest. This can be expressed in terms of (average) indirect effects. To econo-

mize notation, we will denote AIEj(Xk = x) = AIEj(z, z
′;Xk = x,X¬k) as the average indirect

effect of mechanism (mediator) j when Xk = x.

Definition 4 (Mechanism indicator variable (MIV)). A pre-treatment covariateXk is a mechanism

indicator variable for mechanism j if for some x, x′ ∈ Xk, AIEj(Xk = x) 6= AIEj(Xk = x′).

We then denote XMIV as the (possibly empty) set of all possible covariates that satisfy Def-

inition 4. Intuitively, if Xk ∈ XMIV , then covariate Xk can serve as an indicator for a mecha-

nism/mediator of interest.12 Under our definition of MIVs, it could be the case that Xk moderates

the effect of the treatment on the mediator (Mj). Interestingly, it could also be the case that Xk

moderates the effect of the mediator on the outcome. Both possibilities are depicted in Figure

12A slightly stronger version of Definition 4 holds when Y is continuously differentiable with
respect to Mj and Z . In this case, Definition 4 can be expressed as ∂

∂Xk

(
∂Y
∂Mj

∂Mj

∂Z

)
6= 0.
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Figure 2: The two panels depict the causal structure of two MIVs for mechanism M1 graphically.
Either panel is consistent with Definition 4.

2. The detection of mechanisms using treatment-by-covariate interactions requires researchers to

postulate a MIV for a given mechanism.

However, postulating a MIV is not sufficient to use HTEs to detect the activation of a mecha-

nism. Specifically, we must also be concerned with whether a given covariate is a MIV for other

mediators in addition to Mj . Specifically, in order to do this, researchers need two additional ex-

clusion restrictions which limit the number of mediators that are affected by a given covariate, Xk.

Logically, if a single covariate moderates multiple mechanisms, we cannot use heterogeneity in

that covariate in order to isolate our mechanism of interest (Mj). Assumption 1 rules out the pos-

sibility that direct effects depend on Xk and Assumption 2 rules out the possibility that the indirect

effects produced by other mechanisms are moderated by Xk. Importantly, these assumptions do

not rule out a direct path from Xk to the outcome Y . Nor do they rule out a direct path between

Xk and any other moderator, M¬j , so long as Xj does not moderate the effect of treatment through

that mechanism.

Assumption 1 (Exclusion I). Given z, z′ ∈ Z and x, x′ ∈ Xk, Xk is excluded to the direct effect

such that ADE(z, z′;Xk = x) = ADE(z, z′;Xk = x′).

Assumption 2 (Exclusion II). Given z, z′ ∈ Z and x, x′ ∈ Xk, Xk is excluded to the indirect effect

of any other mechanism, j′ 6= j, IEj′ , if: AIEj′(Xk = x) = AIEj′(Xk = x′).

Assumptions 1-2 constrain the relationship between a moderator,Xk, and other mechanisms/the

direct effect. Figure 3 depicts violations of Assumptions 1-2 graphically for a MIV (XMIV ) of

mechanism 1, M1. Neither assumption rules out a direct causal relationship between Xk and out-

come Y . In Figure 3, such a relationship is depicted in the arrow from Xk to Y . Assumption 1
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Figure 3: Assumption 1 rules out the blue dashed path. Assumption 2 rules out both of the red
dot-dashed paths. All black solid paths are permissible under Assumptions 1 and 2.

rules out the blue dashed path from XMIV to the direct effect of Z on Y . Assumption 2 rules out

either/both red dot-dashed path from XMIV to the effect of Z on a different mechanism, M2. This

means thatXk does not moderate the effect of Z onM2. Nor doesXk moderate the effect ofM2 on

Y . However, there can be a direct arrow from Xk to M2. This means that Xk can cause (or predict)

the level of M2, but it cannot interact with treatment in any way to cause M2 or the effect of M2

on Y . These assumptions are crucial for the use of HTEs to detect mechanisms. In their absence,

we cannot link a heterogeneous treatment effect to a unique theoretical mechanism representation

(mediator).

Use of HTEs in order to learn about mechanism activation represents one alternative to me-

diation analysis. Assumptions 1-2 form the core assumptions underpinning this use of HTE. The

comparison to mediation invites a comparison of these exclusion assumptions to the assumption of

sequential ignorability in mediation analysis. It is useful to note that there is no logical ordering of

the two types of assumptions: the exclusion assumptions do not imply sequential ignorability, nor

does sequential ignorability imply the exclusion assumptions. This means that HTEs cannot said

to be a “more agnostic” or “less agnostic” quantitative test of mechanism activation than media-

tion.13 In some applications, one set of assumptions may be more plausible or defensible than the

13Mediation analysis attempts to estimate the influence of different mechanisms by decomposing
total effects into other causal estimands. To the extent that we care about activation of a mechanism
(as in HTEs analysis), we can say that a mechanism is activated in mediation analysis if its indirect
effect is distinguishable from zero.
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other, but we cannot make a general claim about the strength of these distinct sets of assumptions.

We provide a broader discussion comparing the use of HTEs to mediation analysis in Appendix

Appendix D.

4.1 HTEs and Mechanisms with Directly-Affected Outcomes

Collectively, the concept of MIVs and the two exclusion assumptions convey the basic intuition

that our initial results draw upon. For HTEs to provide information about a mechanism, it must

be the case that the moderator of interest affects: (1) the degree to which treatment activates a

mechanism or (2) the mechanism’s effect on our outcome of interest, Y . Recognition of the for-

mer scenario—consistent with our stylized example of voter updating—is well-known. The latter

opens new possibilities for identifying moderators. The exclusion assumptions suggest that if a co-

variate, Xk, is a MIV for multiple mechanisms (or a direct effect), it cannot be used to confirm the

presence of a given mechanism. This logic is straightforward, but it remains implicit in most uses

of heterogeneous treatment effects to detect mechanisms. These intuitions give rise to Proposition

1.

Proposition 1. Suppose that Y is directly affected by mechanism j and Assumptions 1 and 2 hold

with respect to Xk. If HTEs exist with respect to Xk, then Xk ∈ XMIV for mechanism j.

Proposition 1 conveys important implications about our ability to use heterogeneous treat-

ment effects to provide evidence for a mechanism. Recall that if Xk is a MIV for mechanism

j, AIEj(Xk = x) 6= AIEj(Xk = x′) for some x, x′ ∈ Xk. This provides evidence that mech-

anism j is active for at least one unit. The exclusion assumptions rule out the possibility that

AIE¬j(Xk = x) 6= AIE¬j(Xk = x′) for all other mechanisms (¬j), as well as the possibility that

ADE(Xk = x) 6= ADE(Xk = x′). When these assumptions hold, HTEs in Xk are thus sufficient

to show that Xk is a MIV for mechanism j. This conforms to standard interpretations that the

presence of HTEs support arguments about mechanism activation. Nevertheless, this interpreta-

tion invokes the two exclusion assumptions, which are generally not invoked explicitly. We now

consider the converse: the case when there exist no HTEs with respect to Xk.
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Proposition 2. Suppose that Y is directly affected by mechanism j and Assumptions 1 and 2 hold.

If no HTEs exist with respect to Xk, at least one of the following must be true:

1. Xk /∈ XMIV for mechanism j.

2. No MIV exists.

Proposition 2 shows that a lack of HTEs provides less information with regard to mechanism

activation than is generally asserted. Under the exclusion assumptions, there are two reasons why

HTEs may not exist with respect to a covariate, Xk. First, it may be the case that Xk is not a MIV

for mechanism j. In this sense, we have misspecified the theoretical relationship between a given

covariate and a mechanism. Second, it may be the case that no MIV exists for mechanism j. As we

discuss in Corollary 1, there are two possible reasons why a MIV would not exist for mechanism

j. Importantly, we show that this could happen with an active or an inert mechanism j.

Corollary 1. If no MIV exists for a mechanism j, there are two possibilities:

(1) Mechanism j is not active.

(2) Mechanism j is active, but there exists no X for which AIEj(X = x) 6= AIEj(X = x′).

Case (1) of Corollary 1 is implied by the definition of MIV. If a mechanism is inert—thereby

producing an indirect effect of zero for all units—there cannot exist any MIVs, measured or un-

measured. In contrast, in Case (2), a mechanism can be active and produce the same indirect

effect for all units. In this case, there are no covariates that moderate the indirect effect. These

results show that, in contrast to standard interpretation, a lack of heterogeneity cannot tell us about

whether a mechanism is active. Moreover, our theory could be misspecified, meaning that our

postulated MIV, Xk is not actually a MIV. An assessment of HTEs with respect to a single moder-

ator cannot distinguish between these three possibilities. Nor can we assign probabilities to these

(non-mutually exclusive) explanations.

Comparing Propositions 1 and 2, under the two exclusion assumptions, the presence of HTEs

provides more information with regard to mechanisms than does the absence of HTE. In this sense,

relying upon the a lack of heterogeneity to “rule out” a potential mechanism requires much stronger
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theoretical assumptions than is generally acknowledged. Specifically, we would need to assume

that Xk ∈ XMIV in order to rule out the activation of mechanism j.14 Indeed, such an assumption

is precisely what we are trying to learn from the presence of HTEs in Proposition 1.

5 Indirectly-Affected Outcomes

When outcomes are directly affected by one or more mechanisms under a theoretical model, the

existance of HTEs provides evidence that a mechanism is active, as we have shown in Proposition

1. Yet, the situation is more complicated in the case of indirectly-affected outcomes. As in our

discussion of the exogenous shocks and voting, we observed heterogeneous treatment effects in

both prior beliefs (the mechanism in the model) and in valence (not the mechanism in the model).

In this section, we show that this finding is general to situations in which indirectly-affected out-

comes are generated by a non-linear transformation of the relevant directly-affected outcome, as

noted in Definition 3.

This represents a large class of mappings that are used in most empirical applications. It in-

cludes discrete choices made on the basis of comparisons in utility as in the theoretical motivating

example. It also applies to mappings from an attitude to a Q-item Likert scale of the form:

h(Y ) =



1 Y ∈ (−∞, c1]

2 Y ∈ (c1, c2]

...

Q Y ∈ (cQ+1,∞),

(15)

in which ct are increasing thresholds in the latent attitude. Our focus for this section is outcomes

that are indirectly affected such that they are produced by a non-linear mapping from a directly

affected outcome. Note that the proofs to Propositions 1 and 2 are written more generally such that

14Note that if we assume that Xk ∈ XMIV we have also implicitly assumed that there exists an
Xj for which AIEj(Xj = x) 6= AIEj(Xj = x′).
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they accommodate any non-zero linear transformation.15

To understand what HTEs reveal with respect to an indirectly-affected outcome, it is useful to

introduce one final concept. We will denote XR as the set of all possible pre-treatment covariates

with non-zero effects on the directly-affected outcome, Y .16 Covariates in XR can be thought of as

“relevant” for predicting outcome Y . It is also useful to let X be the set of all possible pre-treatment

covariates. It is clear that for any outcome, Y , and mechanism, j, XMIV ⊆ XR ⊆ X. Typically,

these subsets will be proper.

We now return to our main question of interest: what do HTEs reveal with regard to mecha-

nisms? Proposition 3 considers the case when there are HTEs in a covariate Xk. Here, we can

learn that Xk ∈ XR, but this is not informative about whether X ∈ XMIV , since XMIV ⊆ XR. In

order to make an inference about mechanism j (under the exclusion assumptions) we need to know

whether Xk ∈ XMIV . If Xk ∈ XMIV for mechanism j, then mechanism j is active. If Xk /∈ XMIV

mechanism j may or may not be active. The intuition for this result is straightforward. The non-

linear mapping from Y to h(Y ) “breaks” the additive separability between any X ∈ XR − XMIV

and the indirect effect of mechanism j, IEj .

Proposition 3. Suppose that observed outcome h(Y ) is a non-linear mapping of directly-affected

outcome Y and Assumptions 1 and 2 hold. If HTEs exist with respect to Xk, then Xk ∈ XR.

It is useful to consider a simple numerical example of Proposition 3 where Xk ∈ XR − XMIV ,

meaning that Xk ∈ XR but Xk /∈ XMIV . Suppose that we are interested in how a mobilization

treatment, Zi ∈ {0, 1}, affects citizens’ decision to vote. Consider two covariates that predict

turnout: X1 ∼ N (0, 1) and X2 ∈ {0, 1}. We will further assume that X1 is a MIV for the unique

mechanism, such that:

M1(Z; X) = (1 + Z)X1

15One commonly-invoked linear mapping of outcomes is a Z-score transformation. These trans-
formations are typically used to standardize or index outcome variables.

16Formally, if Xk ∈ XR, then there exist x 6= x′ ∈ Xk such that Y (Z,M(Z;Xk =
x,X¬k);Xk = x,X¬k) 6= Y (Z,M(Z;Xk = x′, X¬k);Xk = x′, X¬k).
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Potential voters’ utility from voting is given by:

U(Z,X) = M1(Z;X1) +X2 = (1 + Z)X1 +X2

Our observed behavioral outcome—turnout—is a non-linear function of voter utility as follows:

h(U(Z,X)) =


1 if (1 + Z)X1 +X2 ≥ 0

0 else

In this case, there is only one mechanism so Assumptions 1-2 hold by construction. Now,

suppose that a researcher mistakenly thought that X2 was a MIV for a mechanism (either M1 or a

non-existent mechanism). Since we have constructed the data generating process, we know that it

is not: X2 ∈ XR − XMIV . Evaluating the CATE of Z on turnout when X2 = 1, we have:

CATE(X2 = 1) = E[h(U(Z = 1, X))− h(U(Z = 0, X))|X2 = 1]

= Pr(2X1 + 1 > 0)− Pr(X1 + 1 > 0)

= Φ(−1)− Φ(−1

2
)

≈ −0.15

Note that Φ(·) is the cdf of the standard normal distribution, which we invoke because X1 ∼

N (0, 1). Using the same approach it is straightforward to see that CATE(X2 = 0) = Φ(0) −

Φ(0) = 0. So it is clear that we have HTEs in X2 because CATE(X2 = 1) 6= CATE(X2 = 0).

Remember that, by construction, X2 is not a MIV, though it is relevant. This numerical example is

analogous to the issue that arises with valence in the analysis of our motivating example.

While it is straightforward to construct such many such examples mathematically, it is reason-

able to ask: is this plausible in “real world” examples? We cannot answer this question empirically

without observing which mechanisms are at work. Indeed, this is the whole problem that quanti-

tative analysis of mechanisms seeks to (indirectly) answer! However, we can conduct simulations
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that use real data. In Appendix G, we use 2020 ANES data in a Monte Carlo simulation motivated

by the theoretical model of Little, Schnakenberg, and Turner (2022). This paper proposes two

mechanisms that account for how citizens update beliefs in response to new information: accuracy

and directional motives. Their model implies that partisanship (or ideology) should be a MIV for

directional but not accuracy motives, which would allow researchers to look for heterogeneity in

partisanship to assess the presence of directional motives as a mechanism.

Following this logic, we simulate different treatment effects on a measure of latent attitudes

about greenhouse gas regulation. Some simulations allow for directional motives, others shut

down this channel. We show that when treatment has a non-zero effect on the latent attitudes

for any subset of partisans, as we would expect from accuracy motives alone, there are HTEs in

partisanship on a binary measure of preferences for stronger greenhouse gas regulation. This means

that we cannot use these HTEs to assess the presence of directional motives with this indirectly

measured outcome. Further, using the ANES sample, for some simulated effect sizes, there is

greater statistical power to detect heterogeneity in partisanship when effects on the latent variable

are homogeneous than when they are heterogeneous.

We now return to a final case of our theoretical analysis by asking when we are examining an

outcome that may be indirectly affected by mechanism j, what can we learn from a lack of HTEs?

Proposition 4 indicates that in this case, we can infer that Xk ∈ X. This is obviously a vacuous

result. We already know that Xk ∈ X since Xk is a covariate and X is the set of all covariates.

We purposely state a vacuous result to emphasize how little can be ascertained about mechanisms

from the non-existence of HTEs when outcomes are indirectly affected by a mechanism.

Proposition 4. Suppose that observed outcome h(Y ) is a non-linear mapping of directly-affected

outcome Y and Assumptions 1 and 2 hold. If HTEs do not exist with respect to Xk, then Xk ∈ X.

Proof. The result follows simply because if Xk /∈ X, then Xk = ∅.

Often we make assumptions about the mapping h. For example, the mapping in (15) imposes

assumptions about how latent attitudes translate into Likert-scale responses. When we are willing
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Outcome variable is:
Directly affected by mechanism j Indirectly affected by mechanism j

∃ HTEs wrt Xk: Xk ∈ XMIV Xk ∈ XR

=⇒Mj is active. Mj is active or inactive
@ HTEs wrt Xk: Xk /∈ XMIV and/or @ MIV for mechanism j Xk ∈ X (vacuous)

Mj is active or inactive Mj is active or inactive

Table 2: In this table, XMIV is defined with respect to mechanism j. The results in each cell invoke
Assumptions 1 and 2.

to make such assumptions, we can refine Proposition 4 slightly. Specifically, in Proposition A1,

we show that under Assumptions 1-2, for absolutely continuous directly-affected outcome, Y and

the non-linear transformation in (15) (for any Q ≥ 2 categories), if HTEs do not exist with respect

to Xk, then Xk /∈ XR. Because XMIV ⊆ XR we know then that Xk /∈ XMIV if Xk /∈ XR. But as

in Proposition 2 and Corollary 1, there are multiple possible explanations: our theory about how

Xk relates to mechanism j could be wrong or no MIV exists for mechanism j. These possibilities

mean that we cannot make an inference about mechanism (non)-activation from the absence of

HTEs with respect to Xk.

In sum, our propositions characterize four cases into which we can classify attempts to ascertain

mechanism activation from HTEs, as described in Table 2. On the columns, we stratify by whether

the outcome is directly affected by the mechanism or whether it is indirectly affected (via some

non-linear transformation of the directly-affected outcome). On the rows, we consider whether

there exist HTEs in a covariate of interest,Xk. Our results show that, under exclusion assumptions,

this strategy provides information about mechanism activation in one case: when HTEs exist for

a directly-affected outcome. In the other cases, HTEs provide incomplete—or no—information

about the activation of a mechanism of interest.

6 Implications for Applied Research

Our framework and analysis holds a number of implications for applied research that seeks to study

causal mechanisms using HTE. We discuss implications and recommendations in four categories:

1. Desiderata for applied theory in empirical research
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2. Improvements in the interpretation of HTE

3. Recommendations for prospective research design

4. Benefits and limitations of stronger theoretical assumptions

6.1 Three essential theoretical questions

Our framework suggests that some form of theory is necessary to link HTEs with respect to a

covariate to a causal mechanism. While our analysis is ultimately agnostic with respect to the type

of theory (e.g., formal or informal), our framework lays out three attributes of a theory that are

needed to support any analysis of causal mechanisms using HTE.

1. A set of candidate mechanisms. Researchers must generate a list of the candidate mecha-

nisms that may mediate the effect of Z on Y .

2. The relationship between a covariate, Xk, and each candidate mechanism. This requires

answering two questions:

(a) For which mechanism (j), Xk is a candidate MIV?

(b) Is Assumption 2 plausible for each of the other candidate mechanisms?

3. Specifying the relationship between the theoretical outcome of interest and measured out-

comes. Which outcome(s) are directly affected by the candidate mechanisms versus indi-

rectly affected by those outcomes?

Question #1 is fairly standard in applied empirical research. Researchers often posit one or

more mechanisms of interest in addition to alternative explanations. Questions #2 and #3, in-

stead, are much less standard. When researchers assess HTEs, it is rare to discuss the relationship

between the moderator of interest and other mechanisms even though these assumptions are re-

quired for mechanism attribution, as we show. Explicit justification of a moderator of interest as

a candidate MIV of a mechanism may facilitate the search for MIVs. As we show in Figure 2,

a MIV can moderate the effect of treatment on the mediator or the effect of the mediator on the
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outcome. Since the latter possibility is generally ignored in applied research, these considerations

may broaden the set of candidate MIVs.

Question #3 is not a standard consideration in applied research. We typically do not distinguish

between directly-affected outcomes (Y ’s) and indirectly-affected outcomes (h(Y )’s). Yet, as we

have shown, this distinction is critical to the ability of HTEs to provide information about causal

mechanisms. In general, formal theoretic treatments permit straightforward evaluation of whether

h(·) is a non-zero linear function, which can tell us whether HTEs could be informative about

mechanisms. More broadly, however, Question #3 shows that we may want to evaluate HTEs for

some outcomes but not others and provides a principled justification for this determination.

6.2 Improving the interpretation of HTEs as mechanism tests

This framework provides guidance for the interpretation of HTEs when researchers are trying to

make inferences which causal mechanisms are active. First, while the presence of HTEs pro-

vide evidence that a mechanism is active when the exclusion assumptions hold and an outcome is

directly affected, the absence of HTEs is less informative (even under the same exclusion assump-

tions). In this sense, a lack of HTEs cannot be used to “rule out” a candidate mechanism or show

that it is inert. As Proposition 2 shows, even when an outcome is directly-affected by a mechanism,

a lack of HTEs could mean that (1) our model of the relationship between Xk and mechanism j

is wrong; or (2) that no MIV exists because the mechanism is inert or produces a homogeneous

effect. Because we cannot rule explanation (1), we cannot affirm explanation (2).

This observation is particularly stark when we consider the statistical properties of HTEs. Low

statistical power for interactions reduces our ability to statistically detect HTEs that do exist. In

other words, we risk many false-negatives in inferences related to the existence of heterogene-

ity. Because a lack of HTEs is uninformative about mechanisms, low power suggests that applied

researchers often operate in a world in which heterogeneity analysis is unlikely to provide infor-

mation to support inferences about mechanisms.17

17Selective reporting of significant results (due to p-hacking or publication bias) complicates the
situation further. In this case, evidence in favor of treatment-effect heterogeneity is more likely to
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6.3 Guidance for research design

Our framework posits several recommendations for the design of causal research that seeks to test

mechanisms quantitatively using HTE. Our suggestions are premised on improvements in mea-

surement. In terms of covariates, we are primarily concerned with which covariates are measured

and the number of candidate MIVs (per mechanism) among those covariates. Covariates are only

useful for ascertaining mechanisms when (1) they are plausibly MIVs for a single mechanism; and

(2) they do not moderate direct effects. This observation suggests that special care must be taken

when positing candidate MIVs. When pre-treatment covariates are (largely) collected in baseline

data collection, there is a need to posit MIVs and defend exclusion assumptions ex-ante. Such con-

siderations require more theory and justification than are typically conveyed in the specification of

moderation analyses in pre-analysis plans.

When considering directly-affected outcomes, it is very useful to have multiple candidate MIVs

for a given mechanism. To see why, consider the case in which we have two candidate MIVs, Xk

andXk+1 for mechanism j, and both exclusion assumptions hold for both candidate MIVs, and the

outcome is directly-affected. Suppose that there do not exist HTEs in Xk but there do exist HTEs

in Xk+1. If we only measured HTEs with respect to Xk, following Proposition 2, we would not

be able to ascertain whether the problem is with the theory (Xk /∈ XMIV ) or whether there simply

exist no MIV for mechanism j. If there exist HTEs in Xk+1, we can eliminate the possibility that

there do not exist MIV for mechanism j. This would suggest that the theory with respect to Xk is

misspecified. This is useful insofar as it allows us to make an inference that mechanism j is active.

Note, however, that in order to leverage multiple candidate MIVs, both exclusion assumptions

must hold for each candidate MIV, which can be quite demanding.

Our distinction between directly- and indirectly-affected outcomes yields two further recom-

mendations for research design. First, if a goal of a research design is to distinguish causal mecha-

nisms, directly-affected outcomes should be prioritized in HTEs analysis. This requires researchers

be a false-positive, which increases the the probability that researchers infer that a mechanism is
active when it is not.
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to make clear which outcomes are directly-affected and emphasizes the value of measuring these

outcomes. In our motivating example, researchers would typically measure (self-reported) vote

choice in a survey to measure the effects of a shock on incumbent support. But if they were

running a survey, they could, in principle, elicit willingness-to-pay for the incumbent to try to

directly measure voter utility. Our results suggest that the latter would be a worthwhile—if non-

standard—investment because HTEs can provide some information about mechanisms with this

latter outcome (but not the former).

Second, these results merit broader consideration of latent variable measurement models (Fariss,

Kenwick, and Reuning, 2020) in the case when a theorized directly-affected outcome is latent. It

is rare for researchers to explicitly measure treatment effects on estimates of a latent variable (e.g.,

attitudes or preferences). However, various methods for indexing multiple outcome measures, in-

cluding Z-score indices (i.e., Kling, Liebman, and Katz, 2007), arguably do this implicitly. More

explicit consideration of which latent variables are directly affected by (a) mechanism(s) and how

will improve the use of HTEs for mechanism detection. Such considerations can also provide

information about which latent variable models are most appropriate.

6.4 Strengthening assumptions to use HTE as mechanism tests for indirectly-affected out-

comes

Our results suggest that HTEs or lack thereof are uninformative about mechanism activation when

measured outcomes are indirectly affected by treatment. It is worthwhile to consider whether

we can make progress in this common case by imposing stronger assumptions. To this end, we

consider two alternatives. First, we consider an empirical assumption that is widely utilized in

partial identification results: monotonicity (Manski, 1997). In our context, monotonicity holds

that for all x′ > x ∈ Xk, CATE(x′) ≥ (≤)CATE(x). Second, we consider the invocation of

theoretical assumptions that provide a mapping between an unobserved directly-affected outcome

and an observed indirectly-affected outcome.

First, in Appendix A6.2, we show that the assumption of montonicity is not, in general, suffi-

cient to provide information about mechanism activation through analysis of HTEs. This occurs
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because an assumption of montonicity fails to provide enough information about the data generat-

ing process that generates directly- and indirectly-affected outcomes. We show this in the context

of the following oft-used data generating process for a binary outcome, h(Y ) ∈ {0, 1}:

Y = g(Z,Xk) + εi

h(Y ) =


0 if Y ≤ c

1 if Y > c,

for some constant c ∈ (−∞,∞) and random variable ε distributed according to the density func-

tion fε(·). Under the assumption that g is continuous and differentiable, this data-generating pro-

cess holds that Xk is a MIV if ∂2g
∂Z∂Xk

6= 0 for some x ∈ Xk. An assumption of monotonicity

strengthens this condition by further implying that ∂2g
∂Z∂Xk

is weakly positive or negative for all

x ∈ Xk. Our goal is to learn whetherXk is a MIV by assessing whether ∂2g
∂Z∂Xk

is non-zero through

estimation of HTE.

In Proposition A2, we show that montonicity alone is not sufficient to ensure that HTEs take

different signs when Xk is not a MIV. Moreover, it does not ensure that ∂2Y
∂Z∂Xk

> (<)0 when Xk

is a MIV and montonicity is satisfied. These results show that we need additional assumptions on

the distribution fε and/or the functional form of g(Z,Xk) for monotonicity to provide sufficient

information to distinguish mechanisms.

Second, and in contrast, Appendix A6.1 shows how widely-used random utility models do per-

mit inferences about mechanism activation when observed outcomes are indirectly-affected. These

models provide a functional mapping between an individual’s utility and their choice between rele-

vant alternatives. For example, in our motivating example, an individual voter’s utility from a given

candidate is not generally observed whereas their self-reported vote choice is observed. A random

utility model decomposes utility from a given choice into an observed systematic component and

a random component. By specifying the systematic component as a function of individual- or

choice-specific covariates and assuming that the random component is distributed according to a
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extreme value distribution, researchers can estimate the systematic component of utility. Using

these estimates of our directly-affected outcome (utility), researchers can then use HTE to assess

mechanism activation under Proposition 1 or 2. The invocation of a random-utility model is not

free: it invokes strong assumptions about the mapping between utility and choice outcomes that

researchers may not be well-positioned to make or assess. However, these assumptions about the

mapping between directly- and indirectly-affected outcomes do buy additional information which

may permit learning about mechanism activation from HTE.

7 Conclusion

Social scientists routinely estimate HTEs with respect to a pre-treatment covariate with the stated

intent of mechanism detection. We show that learning about the the activation of a mechanism us-

ing HTEs is less straightforward than conveyed by current practice. Specifically, any link between

a covariate (moderator) and a mechanism requires exclusion assumptions, such that that covariate

does not moderate the indirect effect of other mechanisms or the direct effect of treatment on an

outcome. Even when these assumptions hold, we can only use HTEs to affirm the activation of a

mechanism when (1) HTEs exist and (2) the outcome is directly affected by a mechanism. Outside

this case, HTEs do not provide sufficient information to show that a mechanism is active or inac-

tive. In this sense, HTEs analysis should not be used to “rule out” mechanisms (or show that they

are inert).

While mechanism detection is presently the modal use of HTEs in recent work in political

science (see Table 1), it is not the only use of HTE. Our results speak to contexts where mechanistic

analysis is the current aim. In current practice, HTEs are also increasingly used for extrapolation of

treatment effects to different populations/settings (Egami and Hartman, 2022; Devaux and Egami,

2022) and the targeting of treatments (Athey, Tibshirani, and Wager, 2019; Kitagawa and Tetenov,

2018). Our results should not be seen as casting doubt on these applications of HTEs, because

these applications do not rely on questions of how to attribute observed effects to mechanisms

(Slough and Tyson, 2023a).
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Our analysis raises a number of issues and opportunities for future research to build upon. In

particular, we emphasize the need to distinguish between the level at which mechanisms operate

(e.g., on utility) and the outcomes we observe. This distinction has underappreciated implications

for multiple quantitative methods to detect mechanism activation, including mediation analysis and

investigation of the sign of treatment effects. In addition, our framework can help to clarify the

relationship between causal mechanisms and other applications of HTEs to clarify the (applied)

theoretical foundations of these approaches.
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